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# 前言

# 为什么会发生稳定性问题

## 单点故障(单点故障率较高)

## 复杂

## 资源耗尽

## 死锁与等待

## 崩溃

# 常见措施

## Try catch throwable解决异常

## 保证数据正确性，增加key效验等

## 线程池连接校验等 借出连接测试有效性

## 注意null的处理 null忽略

## 增加定时释放资源机制防止资源占用过多Gc自动释放资源

## 增加future timeout机制，防止死锁 阻塞

## Treadlocal机制隔离死锁

## 进程隔离

## 检测机制 定时检测主要服务问候 与状态切换

## 重试机制 如果conn无效，在线程池娶一个

## 更好用的第三方框架类库

## 奔溃日志总结 wanging

## 心跳机制

## 按照稳定性最佳实践流程走，

## Futuretask get 线程池超时时候，可能线程池堵塞，使用备用模式直接thrad执行

## 线程池最起码设置为2，防止一个万一堵塞就麻烦

## 看门狗技术随时恢复正确状态

# 稳定性测试

## Throw ex测试

## 断开连接测试

## 多线程测试并发
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